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PROBLEM: OOM Risk with o Shift SOLUTION: Mitinating OOM
Full Local Memory penshi with Local CXL Memory
OpenShift Worker Node : OpenShift Worker Node
(Standard) (Standard)
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OpenShift Worker Node i OpenShift Worker Node
(Standard) : (Standard)

Ol Kot et EF 82 &4 M X CMM-D = =/ 256GB2| DDR5 DRAM 222
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StZ 2 Supermicro AIAEIC] AMD, INTEL x86 CPU J|gte 2
MM-D2| Red Hat OpenShift Enterprise application platform
A

N IS, Container ¥ VirtualMachineOll NS S CHst

AMD Supermicro Super Server 07/07/2023 48 core 128 GB 894.3 GB
( Base Board : H13SSF ) 1 Socket (1 NUMA)
Supermicro 08/14/2023 24 core 128 GB 894.3 GB
INTEL SSG-121E-NE316R 2 Socket (2 NUMA)
( Base Board : X13DSF-A)

2.2.2 CPU Model information

TYPE CPU Model OEM Strings
AMD AMD EPYC 9454P 48-Core AMD EPYC Soc/Genoa
Processor Supermicro Motherboard-H13 Series

Intel Sapphire Rapids/Emmitsburg/EagleStream

INTEL Intel(R) Xeon(R) Gold 6442 Supermicro motherboard-X13 Series

2.2.3 Samsung CMM-D information

TYPE CMM-D Model

AMD CXL: Montage Technology Co., Ltd. Device c000

INTEL CXL: Montage Technology Co., Ltd. Device c000
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2.2.4 Red Hat Openshift Compatibility

&f & 8 X CMM-D (1.1)= INTEL, AMD CPU &

>

|22 E A Ol IH<ol OF & LICH.

Otel

tE O Al

= o

—

OOo=

OIAIQ| Dt =0olMH, OS Kernel2| CXL
8t OCP X & E ! L|C}.

TYPE OCP Version

AMD Red Hat Openshift 4.14 (tested on 4.14.16)
Red Hat Openshift Virtualization 4.18 or later(tested on 4.18)

Intel Red Hat Openshift 4.14 (tested on 4.14.16)
Red Hat Openshift Virtualization 4.18 or later(tested on 4.18)
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4. Red Hat Ecosystem (2! &)
4.1 RHEL 9, RHEL 10

RHEL9 % RHEL10 St3 0N AL XX CMM-DIt HIE3H 2152 2Z R SLICH
SEHX CMM-D= Al Al E, 2etE ol XZel, D8 s ZFE(HPC) SUlA
o3ol= N2l HEZW 82 RS S=06tJ| ?loil JH& = Compute Express
Link™M(CXL™) J|Et 22| S LICL O|H o1 S5= Soff &t &8 X CMM-DIt CHESHIT
Ol AN AN NOZ HEE 4= U= JIBH0| DA JSH, A2 A7 H2el
CESANASANHESH SN SEES NZHCZ &6 L2 A= LICH

CMM-D 128GB PCle E3.S CXL2.0

: CMM-D is a CXL™ based Memory Module Device developed to meet growing
demands for memory bandwidth and capacity in applications.

Owverview Certifications

Certifications

Learn about Red Hat Certification

Compare Product Level

Red Hat Enterprise Linux 10.0 - 10.x

Certified View features
Architecture: xB&_64

Red Hat Enterprise Linux 9.3 - 9.x

Certified View features
Architecture: xBE_64

https://catalog.redhat.com/en/hardware/components/detail/253627#certifications

e RHEL J|Bte| X|& : OpenShift Virtualization= Red Hat Enterprise Linux(RHEL)
et 20 2SELICL SE oIS/ #4 QAJFRHELHIM SAECZ

‘CMM-D'2 QI B EIACH= 212, HE FHRIJIRHEL 1 2 Z 0N 2EXNO2

= T T
OIAE ) X&E=Ch= 2/ 012 LICH
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5. OpenShift CXL Operator

& RedHat

5.1 OpenShift CXL Operator (SOCMMD)

Samsung Operator for CMM-D= Red Hat OpenShift &

(DRAM) 2t & d & Xt CMM-D & X E S&&U
HZ2clE 2882 EE
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Operator Controller

Metadata:
- CXL Memory Use
- Memory Numa

Worker Node

[
[

Hook Process
Stdin:
Metadata:

- Memory Numa
- CPU Numa

J

- CPU Numa
- CXL Memory Use?
PN
B CRI-O
Worker Node ||]I:>
____/

Container’s Cgroup
cpuset.mems

) :

cpuset.cpus

~

Container Runtime

-

[ Red Hat OpenShift CXL Operator Flow ]

5.1.1 Hardware Configuration

Node H/W Usage CPU Local Memory CXL
node #1 | Dell | KVM Intel 96 Core 512 GB NA
node #2 | SMC | OCP Worker #1 | Intel 96 Core 64 GB 512 GB(128 GB * 4ea)
node #3 | SMC | OCP Worker #2 | AMD 96 Core 128 GB 512 GB(128 GB * 4ea)

Samsung CMM-D (CXL) &&J10|&
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& RedHat

node #3 | SMC | OCP Worker #3 | AMD 96 Core 64 GB 512 GB(128 GB * 4ea)

5.1.2 Software Configuration

A2ZEHHE BE=T

0l0

ot 2sLU

$ oc version

Client Version: 4.14.16

Kustomize Version: v5.0.1

Server Version: 4.14.16

Kubernetes Version: v1.27.10+c79%e5e2

$ oc debug node/cmmdl

sh-4.4# chroot /host

sh-5.1# grep -e "OPENSHIFT VERSION" -e "RHEL VERSION" -e " AVERSION="
/etc/os-release

VERSION="414.92.202403051622-0"

OPENSHIFT_VERSION:" 4.14"

RHEL VERS ION="9.2"

5.1.3 Install Operator (SOCMMD)

5.1.3.1 CMM-D & & Samsung Operator &%
1) Openshift 2 A H & X

CMM-D OperatorE tl otcd® P2 o= R AZERN &30 £ =2

AE
CMM-DJt A& A 2Z 0l OpenShift 2HAEHE & XIoHOF & LICH XHAISH & X
KXl & 2 Red Hat OpenShift & Xl JI0|EE X6 Al 2.

51.3.20CP & Z£= Set 2E &t &Xl

1) Operator &4

Otell OI0IXI= Red Hat OCP & 20 E53US 2 R Bl 2t = 20 SLICH
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as © © kube:admin ~
You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

9% Administrator

Overview

Cluster
Operators -
Workload .

orkioacs Getting started resources @

Networking Setup your cluster «& Build with guided documentation M Explore new

imin features

dmin per

Storage

Add identity providers 5 API Explorer >
Moritor your sample application >

t rec

Builds Configurs OperatorHub >

Get started with Quarkus using a Helm Chart 5

Observe

Viewall qu

e what's

in OpenShift 4146

Compute

Details Status View alerts Activity View events
User Management )

Cluster APl address © cuer @ o Ongoing

https://api.examplel redhat local:6443 Oissues found
Administration Cluster ID

d93cifob-d24a-4174-80b1-221981d79720 © DynamicPlug

OpenShift Cluster Manager &

Infrastructure provider

P (] A cluster version update is available ?
BareMetal

Openshift version

41416 B

Update cluster Aworkload (pod, deployment, dasmonset,..) was reated som e
match the PodSecurity restricted profile defined by its namespace either via the cluster.

Service Level Agreement (SLA) configuration (which triggers on a restricted" profile violations) or by the namespace local Pod

None Security labels. Refer to Kubernetes documentation on Pod Security Admission to lear more about

© Trial expired these violations.

PodSecurityViolation

essfully pulled image "qua.. >
where in the ck Y 9

signed openshif.. >

[F]
o
(@ Created container registry-ser.. >
o

|0l Xl'= Red Hat OCP & 2= 0l Al OperatorE Z24561J| ?/oll OperatorHub
o LIEtL=E 3tH S B0 SLICH

RedHat

OpenShift as © © kubezadmin v

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log n.

98 Administrator
Project: All Projects v

OperatorHub

Operators

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketpl

to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-service experience

@ You can install Operators on your clusters to provide optional add-ons and shared
servi

OperatorHub

Installed Operators

All ltems

613items
Workloads
Big Data
Networking Cloud Provider
S Community Community Marketplace KZDA Community
Storage Developer Tools
e o 3scale API Management [DEPRECATED] CrowdStrike [DEPRECATED] CrowdStrike [DEPRECATED]KEDA
) velopment Tools provided by Red Hat Operator Operator provided by KEDA Community
Builds Drivers and plugins provided by CrowdStrike provided by CrowdStrike
3scale Operator to provision [DEPRECATED] Use Custom
o Integration & Delivery 3scale and publish/manage API [DEPRECATED] Use the [DEPRECATED] Use the Metrics Autoscaler Operator
serve Logging & Tracing Crowdstrike Falcon O CrowdStrike Falcon Operator instead

Mot from the certified channel instead
Modernization &Migration
Compute

Monitoring

N

orking
User Management

o . Marketplace Certfied Red Hat Red Hat

OpenShift Optional Q?ABOt Kol @
N . Security

AT o ABot-Operator-v20.0 Accuknox Operator Advanced Cluster Advanced Cluster Security for
Storage provided by Rebaca Technologie: provided by Accuknox Inc. for
Streaming & Messaging PvtLtd provided by Red Hat provided by Red Hat

The AccuKnox Operator brings
ot AHelm based operator for native K8s support for deploying Advanced provisioning and Red Hat Advanced Cluster
deploying Abot application in and managing AccuKnox. management of Ops Security (RHACS) operator

Source Openshift cluster. The ABot Test.

Kubernetes cl

provisions the s

Otell 0|01 Xl&= CMM-D& Samsung OperatorE Zot= SFHALICH MU E

—/

Samsung CMM-D (CXL) &&J10|& Page 12/46
Installation and Configuration Guide



RedHat
OpenShift

as © © kube:admin~

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in

@& Administrator
Project: All Projects v

OperatorHub

Operators Discover Operators from the Kubernetes community and Red Hat pa:

5 to your developers. After installation, the Operator capabilities will appear in the

Hat Mar

s, curated by Red Hat. You can purchase commercial software through R

Catalog providing a self-service experien

ce @ You can install Operators on your clusters to provide optional add-ons and shared

OperatorHub

All ltems

Q socm 1 item

Installed Operators |

Workloads
Big Data
Networking Cloud Provider
Community
Databace SAMSUNG

Storage

per Tools
SOCMMD

pment Tools
provided by Samsung

Builds Drivers and plugins

Provides the SOCMMD
Observe

Compute

User Management

Openshift Optional

Security
Administration Y
Storage

Streaming & Messaging

Other

Source

71 Red Har ()

2) Operator & & 2 X S & X[ &

Otell OIOIXI= 1=t HI Ol A 22 OperatorE 2= 0tY LIEtU= X 3tHE 20 sSLICH
x

Red Hat

OpenShift © e kube:admin >

Youare logged in as a temporary administrative user. Update the cluster Outh configuration to allow others to login.
98 Administrator

Operatortiub > Operator Installation

Install Operator

Install your Ops the Operator up to date. The strategy determines ither manual or automatic upck
Operators
ratorHub Update channel * & SOCMMD
&= SAMSUNG |, viicaty sameung
Installed Operators stable M
Provided APl
Version *
Workloads 0.01 - @D cMMD (O NodeLabel © =+8%
D s the Schema for the cmmds Labelis the Schema for the labels AP
Networking Installation mode *
Allnamespaces on the cluster (default)

Storage

Builds PP
Installed Namespace *

Observe .
Operator recommended Namespace: @) socmmd-system

Select aNamespace

Compute

@ rmy-nemespace .

User Management Update approval *

© Automatic
Administration -
O Manual

Console plugin * @

O Enable

® Disable

3) Operator & X|

Otel OIOIXI= Ol & OIDIXIGIA 20 &E 240 201 'E X' |
stHSE 20 SLILCHL

rm
Mo
iy
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9'_II
2
r
m
r
rr
Ux
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You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

SAMSUNG *°™!

v0.01 provided by Samsung

Installing Operator

Otell OI0IXI= Operator X0t 22 = = HAIE = 3tHE 20 SLUICHL

RedHat . beadmine
OpenShift #H A5 © @ kubezadmin

Al B2 AHSAHZ 29I G LCH CHE AHSAZL 20018 = U S = Z2AFH OAuth A2 AHI0|ESHIAIL.

Operators
Workloads

Networking

SAMSUNG 7P . (V)

10,01 provided by Samsung

Installed operator: custom resource required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator

@ Label O Required

Provides the socmmd

[eES N \icw installed Operators

N &3

o
C
o

= HAHZ =E g0

o
0l
e
]
o

4) =Xt

Il

CXL(Compute Express Link) Bl 22| & & Xl 2! CMM-DE OpenShift 221 A H 0l
Hd3HOZ Seotl] &&0ot)| 2o M= Machine Config Pool (MCP)E S&t S AE
ATEN Y 22Dt 24+ ALICEL Ol AE S CMM-D2IAAE 2HXE Sall

BHZ = PodLt Jt& HHANVM)UIA &2 JtsotESE =dlot= sy HAHY LICH

Ol

1. Machine Config Pool (MCP)2 S8t A ZEQf 4 22|

r
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OpenShift & ZE0M= S S80I /o 'loIE'E M85t 2 e 20[X 2
ANz EHGIEAN 2H(HIIAH=CMM-D XIJ)0fl 2Lt ATERH HA AISS
22|ot ) B E35t= =M= Machine Config Pool (MCP)& LICH. MCP= Y Z0i =8t

AL ATERN 4= AL Tetd AFZ A 28 &d0l Ve &8 10t
G2 AU CMM-DE SE == IS0 HSotcdd, ollg 30 XH MCPLIES
}\_“l:lI-IOE AI‘IOHO|: ol-LlEl.

2. 4o /AH =€ dIOIZ2E ¥ Machine Config & &

CMM-DIt Z&E 21 =E0 &8 d0l== = ol 0F 2 RS Machine Configdt o E
LE0 NS HEELICHL 250 A SetLabel HES 22/6t04 2012 &8 EYO
LIEFLIEH, CMM-DOt & & S EE 2t2|e MCP2| OIS S ALE0HH TSt 22
gAaoZ ol XNIZELIC

machineconfiguration.openshift.io/role=<CMM-DJt & & & MCP 0| &>. Gl E

CMM-D &2 Z2 cxl-workerZ 2| CHH 0| =0l oY IOl =0| HsSE LI EL OI

dl 0120l &3 & Xl 210 Machine Config)t BE & X L2 AH LENAN=E

=2 A XH(Operator)E Soll B E PodJt CMM-D 2| AAE & EZ8 o~ S & LICH

3.74 g, WPy L 2YX 245

/Oy =<

dl0l2 XIEO| 22 & ™, Machine Confige & AH LEH &=XNE 2 MZ2E |

AMZEGHH, Ol HEUHM E= 2822 RE ELICH CMM-DE 2t2|dt=
29 Xt (Operator) It I 2 & =S56t12 MZ& CMM-D Memory 2l AAE QIAIGHH
2Zo)| RolM= (& /A & 8AIE0l 4= BEot) MEE SO 0F & LICH
MEE 0| 225 HCMM-DE RIst AZEY N B 0| &Ho| =HI= A LICH S
AMNAEO MCPSE N &3 AEl=ocgetmep HE S Soll &0l &= JASLICH
4.3 2 240 43t Y Ul &0l
XIS SHAHZ, ALEX HOE ?o & 2£0 M CMM-D 23 J|SS AAECZ &0lgt
== S0 s 4L 282 2H A0 &= 26 O3, 28 H=lA
AZ(Enable)S H810t D HESLICLAISE &8 = Z Al JICel® M2 D& 20| &2
=, 8 2 M2 D82 2200 UIE SO0l ESLICH 3tHO0l HE D™ XIS
CMM-Do| AEiLI EE2EE LIEHLH= M2 Ul 240 FIHEH 22l £ SLIEH 0|
Z 0| ol & LICt.
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Console plugin enablement

This operator includes a console plugin which provides a custom interface that can be
included in the console. Updating the enablement of this consele plugin will prompt for
the console to be refreshed once it has been updated. Make sure you trust this
consale plugin before enabling

Dizable

Enabling console plugin
This console plugin will be able to provide a custom interface and run any
Kubernetes command as the logged in user. Make sure you trust it before enabling.

Save

Samsung CMM-D (CXL) &&J10|& Page 16/46
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RedHat
OpensShift

as © @ kube:admin

- " Web console update is available X
You are logged in as a temporary administrative user. Update

&8 Administrator There has been an update to the web console. Ensure any changes have been saved and

Project: socmmd-system  ~ refresh your browser to access the latest version.

Installed Operators > Operator details

socmmd

Operators ™ 0,01 provided by samsung Actions =

OperatorHub

Details ~ YAML Subscription Events  Allinstances =~ CMMD  Node Label
Installed Operators

Labels Show operands in: Allnamespaces O Current namespace only
Workloads

Networking

No operands found

Stor

Builds

Pipelines

Observe

Compute

User Management

Administration

Red Hat = -
OpenShift As © @ Auth disabl

You are logged in as a temporary administrative user: Update the cluster OAuth configuration to allow others to log in

% Administrator
Project: socmmd-system =

Installed Operators » Operator details

socmmd
snmsune

Operators Actions

0.01provided by samsung
OperaterHub

Details  YAML Subscription Events  Allinstances ~ CMMD Node Label
Installed Operators

Set Labels for CMMD Nodes

Workloads

- Assigned Labels
Networking

Setting the labs g
@ No labels found. To use this Operator you have to set the labels

Stol
- Node Status

Builds Name 1 Status 1 Reason Message Last Transition Time § Last Heartbeat Time 3
cmmdl o Ready KubeletReady kubelet is posting ready status  2024-09-01T00:57:39Z 2024-09-01T00:57:49Z
Pipelines
cmmd2 [+ ] Ready KubeletReady kubelet is posting ready status  2024-09-01T00:47:46Z 2024-09-01T00:59:557
Observe
master] o Ready KubeletReady kubelet is posting ready status = 2024-07-14T14:00-15Z 2024-09-01T00:55:467
Compute master2 O Ready KubeletReady kubelet is posting ready status ~ 2024-09-01T07:15:45Z 2024-09-01T00:59:36Z
User Management master3 O Ready KubeletReady kubelet is posting ready status ~ 2024-07-14T14:00:17Z 2024-09-01T00:55:32Z
worker] o Ready KubeletReady kubelet is posting ready status  2024-07-14T15:37:06Z 2024-09-01T00:5819Z

Administration

Samsung CMM-D (CXL) &&J10|& Page 17/46
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Edit labels

Labels help you organize and select resources. Adding labels below will let you query
for objects that have similar, overlapping or dissimilar labels.

Labels for (B cmmd-node-label

Imachineconﬁgura(ion openshiftic/role=cmmd |

Red Hat As © @ Autl =
OpenShift

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

&2 Administrator
Project: socmmd-system ¥

Home
¢ Installed Operators > Operator details
socmmd
P amsume Actions ¥
DESEIES 001 provided by samsung cHens
OperatorHub
Details  YAML  Subscription Events  Allinstances = CMMD Node Label
Installed Operators
Set Labels for CMMD Nodes Set Label
Workloads
- Assigned Labels
Rl g Setting the labels will trigger server reboot.
machineconfiguration
Storage
- Node Status
Builds
Name T Status 1 Reason Message Last Transition Time Last Heartbeat Time §
Pipelines A 33 325
cmmdl Not Ready NodeStatusUnknown Kubelet stopped posting node  2024-09-01T00:33:487 2024-09-01T00:32:21Z
status.
Observe
cmmd2 O Reacy KubeletReady kubelet is posting ready status  2024-09-21T00:47:46Z 2024-09-01T00:39:30Z
Compute master] O Ready KubeletReady kubelet is posting ready status  2024-07-14T14:00:15Z 2024-09-01T00:40:26Z
master2 O Ready KubeletReady kubelet is posting ready status  2024-09-24T0715:45Z 2024-09-01T00:39:13Z
master3 o Ready KubeletReady kubeletis posting ready status  2024-07-14T14:00:17Z 2024-09-01T00:40:14Z
worker] O Reacy KubeletReady kubelet is posting ready status  2024-07-14T15:37:06Z 2024-09-01T00:37:53Z

SUTE 24 A LEHM ZF2E 2T 2AoH "emmdc"2ts GI2 AIS B 8HLICH
G2 A0| MICHZ BHECIX 203 SR MR SHS5HK 22 2 ALIC
AN LCCHEHUEI S B2 UGS TRNAS S0 SAY0ILS XS =

U LICH

22t S UL AHOI AN "cmmd-config"et= 0l 2] ConfigMap2 &5t
MZget =2{d0/&8 = CMMD_ND_TOLERATIONS &f=0l =Jt&rLICh.
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Otel OI0I K= MIAIE 2 SLICH.

S

HAEES 2?0t A &3et 83 = =HIotEAIL.

- NEEOIEAH L AZTEY N RFP A S SFot= &3S A S8LICL
- Openshift 2 A H & Xl
- 3 2£2 Sl OperatorE & Xl &LILCH.

- CRD(Custom Resource Definition) & &

ZO|(CRD)0Il CHEH & H 1 CRDE JIBIC 2 AHEX E 2| 2l A& S M=
12l CRE Soll 44 & PodE &Qlot1) A Mote - S S JHAI Ol E Sl

gL

1) CRD €%

e
i
JA
e
-
Qa

CRD(Custom Resource Definition)= OperatorE Sdll PodE A& adl= O
OtcH Ol A Ol Ofl CHOH & Y & LICH.

apiVersion: apiextensions.k8s.io/vl

kind: CustomResourceDefinition
metadata:
annotations:
controller—-gen.kubebuilder.io/version: v0.11.1
name: cmmds.cmmd.samsung.com
spec:
group: cmmd.samsung.com

Samsung CMM-D (CXL) &&J10|& Page 19/46
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names:
kind: CMMD
listKind: CMMDList
plural: cmmds

singular: cmmd

scope: Namespaced

versions:

vl

schema:

openAPIV3Schema:

description:

— name:

CMMD
properties:
apiVersion:
type:
kind:
type:
metadata:
type:

Hg Ho

O API H efLIC

<3>
<4>
<5>

is the Schema for

string

string

object

O ANEX E2l 2|AA HO(CRD) =AZ XIEE YAML 2 A
© CRDUIA X &ot= HE S=5= &L
OlE CRDHES 0I15= 2

o cl

AN AJ|ODIE E

S| &fLICh.

spec:
description:
properties:
allocate:
description: Specify
properties:
cpu:
type: string
memory:
type: string
nodeName:
type: string
type: object
allocateMode:
description: Specify
enum:
- auto
- manual
type:
enable:

string
<8>
description:
type: boolean
payload: <9>
description:
type: object

Whether

Specify

Samsung CMM-D (CXL) &&J10|&
Installation and Configuration Guide

LICt

<1>

CMMDSpec defines the desired state of CMMD

<2>
<3>
resource allocation manually
<4>
<5>
<6>

<7>
resource allocation mode

use of CMMD

user resource manifest. e.g.

)

the cmmds API

Pod,

Deployment

Page 20/46




x-kubernetes-embedded-resource: true
x-kubernetes-preserve-unknown-fields: true
required:<10>
- allocateMode
- enable

- payload
type: object

O 2 ol= CMM-DOI CHSH A= A 2| &HLICH
O AN2AS =H= AHOIELICH
© CPU, HI22l, nodeNameS Z &0l 2|lAA SEHSE £SO2 &E6l)| st sS4 S

oLl

O CPU 2IAA %“é*% 2AE o2 XA ELICH(cpuset.cpu 2t = & FELICL)
O 2l Ol tHet 2lAaA S$HYE =XE AIE0HH 2AE FEC=2

JAPSE=HS EP.(cpuset.mems a= 28 L)

OCAANEYHE Lo 08 EXNE Ao Z XEELICH

QA Y DEE quto(AtsS 2lAA YY) L= manual(=sS 2lAaA EEHE

X & &LICH

O CMM-DE MEEX HEE Fo&fLIC

O AMEXH XA 2| AA(CR)OI CHEH DHLIHIAEZ XIA&HLICH

@ Spec 54 & £ ZEE UHLEELICH 01J| M allocateMode, enable 2 payload=
ZDaLIC.

2) S EO 2| AA(CR)METHE -3 25

2-1) AHEXH 2| 2| AA(CR) MIE AlLICI2

ANSEXIEALE R 8l el A (CR)0 2ol E2lEl sS85 =522 XIdotl) MEot=
2o ol LICh

CMM-DIt S HIAE S#Z0UA fH =S (cmmdl,cmmd2, cmmd3)0lA =5 2E2
CPU % HI2c2I NUMAE XI&EolH XI&= CPU & BIIZ2I It SHBIZH &2 E & =X
HAESLICH
2-2) M N EHE

- Target Node : cmmd1 (intel cpu node)

- allocationMode : manual

- memory : 2 (CMMD Numa)

- cpu:0-23(cpu0)
Samsung CMM-D (CXL) &&J10|& Page 21/46
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& RedHat

- Resource Quota:100 GB
- Pod M4 U AHE S5 2lAA 3%

2-3) CR(AtE A E 2 2l A)

apiVersion: cmmd.samsung.com/v1l
kind: CMMD
metadata:
name: my-app
namespace: work
spec:
allocateMode: manual
allocate:
cpu: "0-23"
memory: "2"
nodeName: "cmmdl"
enable: true

payload:

apiVersion: vl
kind: Pod
metadata:
name: my-app
spec:
containers:
- name: stress
image: <stress image>
args: ["tail", "-f", "/dev/null"]
resources:
requests:
memory: 100Gi
limits:
memory: 100Gi

QA Y EE(Manual: 2l AAE X EGIH HAIHCLEZ &€ Eot= 25, Auto: JHE
SEH LES HE0IH cIAAE IS 2 EEols Z5)0 et Jl=H el
SHYLICH

@+ Z=0lA CPU 20 HO

O =20 AM HZ2 NUMA &2

O MAHS Podl &t =E 0|8 &O

O CMMD & X| &2 0 Z (true: AtZ, false: AFZ 06X £ S)
O LE/NEE 2| AASE HSHEHL|C.

2-4) AtEX E 2 2l 2AA K E(Pod A 4)

cmmd . cmd . Samsung . com/my—-app c
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2-6) & = Pod A K|

2-7) 2 Xl = Pod & 0!

3) Al EX HE 2IAA(CR)EE 2 HME - s 2

3-1) AEX 2| 2lAA(CR) MIE AlLIEI2

AF2 XFJF CR(Custom Resource) il XIS 2 = (Auto Mode) S X &SI Pod MAES
RLESI= HAIYLICH XS 2E=Pod A A JIE S8H LEE NSO Z X&¥ol=s

AlEd Jlss MsELIth

CMM-DJI &8 & 22tRE& &H0lA 0] Jls=2 &S LICH emmdl, cmmd2, cmmd3
FHLEE S cecmmd20 H22] &S 400GB PodE &6l HI22 &HES =01 5,
200GBPod M QRES NIs 2E2 HI=&LILCH

2l &= (Pressure)0| JI&E H2 S S0 PodIt Ais2 &2

2
SHZ LI

- Target Node:cmmd2
- Create Permission : ServiceAccount 4 2 A&t &&= NS SHLICY.
- Resource Quota:cmmd2 = =2 CMM-DO0ll 400GB PodE & & &FLILCH.

3-3) &

02

NS EE
- Target Node: All nodes (cmmd1, cmmd2, cmmd3)
- allocationMode : auto

Samsung CMM-D (CXL) &&J10|& Page 23/46
Installation and Configuration Guide



Resource Quota: 200 GB
Pod M4 L AXE S5 2|AA 3%

3-4) CR(AMEX 2| 2la)

apiVersion: cmmd.samsung.com/v1
kind: CMMD

metadata:

name: my-app

namespace: work

spec:

allocateMode: auto
enable: true
payload:
apiVersion: apps/vl
kind: Deployment
metadata:
name: my-app
spec:
replicas: 1
selector:
matchLabels:
name: my-app
template:
metadata:
labels:
name: my-app
spec:
nodeSelector:
node-role.kubernetes.io/cmmd: ""
containers:
- name: stressO01

image: <stress image>
args: ["tail", "-f", "/dev/null"]

resources:

requests:
memory: 200Gi
limits:
memory: 200Gi
serviceAccount: stress01
serviceAccountName: stressO01l

& RedHat

0cAA Y BE(Manual: 2l AAE TAFHCZ X HGHH & = 25, Auto: Jt&
SO LEE HBGIH ANS2Z 2AAE Yot= 25)0 O &0l
SHALICH

©® CMMD & X| & (o R(true: AtZ, false: 0| AL E)

3-5) ALEXH 2 2l A A MIE(Pod 2 4)
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3-7) & = Pod 41 Al

w
&
7z
>
n
U
o
[« R
e
ro
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& RedHat

6. OpenShift Virtualization

6.1 OpenShift Virtualization with CXL (Sidecar)

OpenShiftet OF&HJHAI 2 podman S Container runtime0il M= 010l cpuset.mems 2t
22 0l2cl =& (NUMA)OIl CHet € = MIZokXI 2 OpenShift Virtualization 4.18
HAE Z 1t CMM-D Memory BE 0 22 Zero-CPU NUMAO CHEH Memory Allocation
(binding)2 X &Gt 21 JUSLICH

Kubevirt T2 HE= HAENN Jtatst FFE JIs=S MB6H| 2ol E=8H2=2
C&ot) Az LILH ok X8 VirtualMachine 28l E 2|0l A Ol2fst Jls= XI& oAl &0t

ANEX XE =8 0| MetELICh 0lH 2&ZJ10l =0l M= KubeVirt2 Hook Sidecar
Jls2 A0 0l st HigtE £316t0d CMM-D MemoryJt &S & JHAH &
MAEHA0| CHOH LG UASLICH

KubeVirt2| Hook Sidecar= JHat H Al O] ZTSDI?abIDI 7HOH AMNEX XES HE6t=
AHOIUYLICH E28 3 st 2 M= A& S X &2 X2 OpenShift Virtualization
St 0| A CrossNUMA S EHO| DA A S 4‘3”4\36P04 JHE0loH & Ctst AE S AShst

= USLICH

6.1.1 Hardware Configuration

Node H/W Usage CPU Local Memory CXL
node #1 | SMC | KVM AMD 96 Core 128 GB NA
node #2 | SMC | OCP SNO #1 Intel 96 Core 1TB 256 GB(128 GB * 2ea)

6.1.2 Software Configuration

ADEYHHE 2= S 25Uk

# oc version

Client Version: 4.18.27
Kustomize Version: v5.4.2
Server Version: 4.18.27
Kubernetes Version: v1.31.13

# oc debug node/masterl.ocp4.exp.com

sh-5.1# chroot /host

sh-5.1# grep -e "OPENSHIFT VERSION" -e "RHEL VERSION" -e "“VERSION="
/etc/os-release

VERSION="418.94.202510230424-0"

OPENSHIFT VERSION="4.18"
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RHEL VERSION=9.4

6.1.3 Install Operator (Openshift Virtualization)

ST Zet= Z2HGHH HHEOIWH J|Bt 22 0lSot] JUKXICH A S| =2 2l HAl
OHScIAOIE U SEE FIFZ2E= Jtal HA&l(Virtual Machine, VM) 210l A & & O OF
SLICHL IHEX2A 2HEHA OIS 2 122 Ht=2 0| & It M (&S ECI VM 23 1
S AHHOIH 2#F)S HEH e 282z SEAIILLEotE 2 LI

Red Hat OpenShift= Olc{et 210 CHEt B34St of &f 2 2 OpenShift Virtualization=
MAIBLICHL OlH 2 H&Eol VME M406te &40 XX 210, VMS
FHUIEI A (Kubernetes) HIOIEIE 2| AAZ F 3ot 2HI0IH2F S &t IO Z2tol
CHHIM 22l & = U == HAIF QI DS LICH

1) Operator & 4

OtcH O 0l Xl= Red Hat OCP

RedHat
OpenShift

2 Administrator Overview

Home
Cluster

Operators

Details
Workloads

Cluster APl address
https;//api.ocpd.exp.com:6443
Virtualization

Cluster ID

21094be3-0fb5-4004-81db-
Networking b6883c533039

OpenShift Cluster Manager &'

Infrastructure provider

Storage
None

OpenShift version

Builds 41827

Update channel

Observe stable-418
Control plane high ava

No (single control plane

ilability

Compute node)

User Management

Cluster inventory

Administration

Node

=R
Slote LIEHL

Otch Ol 0l
Gl

Red Hat OCP &l
= 3tH

—

—
= 3el s
TT=2 =
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:l_:l_+_0.” N=AsH= [IHOI el IZHRH EI'D H =
— = = /Y aAaa= =
tings Status View alerts
@ Cluster [ :‘ 5 @ Openat

\m(:‘\} ts o D lugi ‘ hift Virt

TargetDown View detail

100% of the kubevir

o
o
CannotRetrieveUpdates View details

that cluster administrators wil
sk falling behind on security or othe

Failure to retrieve updates means
updates on their own o i

for available

° Cluster utilizati Filter by Node type ¥ Thour

) R it Usag 3:00 PM 3:30PM
CcPU 1.0

ZZ 0l A OperatorE Z 24561

2 20 &L

ZOHsLICH

a o © ocpadmin ¥
Activity nts
Ongoing
Recent events I Pause

PM @ Updated ConfigMap/kub.
16 PM @ Updated ConfigMap/kub.
>M @ Job completed
15 PM (@) Saw comy
PM (@) Deleted job collect-pro.
15 PM @ Success fully assigned op.
3:45PM (@ Created container: collec.
>M @ Created pod: collect-pro,
45PM (@ Container image "quay.io...
PM (@) Created job collect-pro.

5 PM @) Add eth0 [10.254.0179/2.

pleted job: coll.

15 PM (@ Started container collect.

n
PM @ Successfully pulled ima
PM @ Started container contai

¢/ off OperatorHub
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RedHat
OpenShift

#¢ Administrator

Home

Operators

OperatorHub

Installed Operators

Workloads

Virtualization

Networking

Builds

Observe

Compute

User Management

Administration

RedHat
OpenShift

#¢ Administrator

Operators

OperatorHub

Installed Operators

Workloads

Virtualization

Networking

Storage

Builds

Compute

User Management

Administration

Samsung CMM-D (CXL) &&J10|&

Project: default v

OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketplace (. You can install Operators on your clusters to
provide optional add-ons and shared services to your After the Operator

will appear in the Developer Catalog providing a self-service experience.

| Auitems All ltems
Openshift Optional a l 4items
Storage
Source
[ cs-redhat-operator- cs-redhat-operator-index ‘ cs-redhat-operator-index ‘ cs-redhat-operator-index
index (4) s
Provider Kubernetes NMState Operator Local Storage LVM Storage

provided by Red Hat, Inc. provided by Red Hat provided by Red Hat

[ Red Hat (4)

Kubernetes NMState is a

Install state Configure and use local storage Logical volume manager storage
declaritive means of configuring volumes. provides dynamically provisioned

O NotInstalled (4) NetworkManager. local storage for container.

[) Installed (0)

Capability level

[0 Basic Install 1) ¥ cs-redhat-operator-index

[J Seamless Upgrades (1)
[ Full Lifecycle (1) Openshift Virtualization

~ provided by Red Hat
[ Deep Insights (1)

Creates and maintains an
OpenShift Virtualization

Infrastructure features
[J Disconnected (4) Deployment
[ Proxy-aware (2)

[ Designed for FIPS (4)

Project: default

OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat Marketplace & You can install Operators on your clusters to
provide optional add-ons and shared services to your After the Operator will appear in the Developer Catalog providing a self-service experience.

| Alitems Allltems
Openshift Optional .
Q Virtualization x litems
Storage
Source
[ cs-redhat-operator- Y cs-redhat-operator-index
index (1)

Openshift Virtualization

Provider
provided by Red Hat
[J Red Hat (1)
Install state Creates and maintains an

OpenShift Virtualization
[ Not Installed (1)

O Installed (0)

Deployment

Capability level

[ Basic Install (0)

[J Seamless Upgrades (0)
O Full Lifecycle (0)

[ Deep Insights (1)

Infrastructure features
[J Disconnected (1)

[ Proxy-aware (1)

Designed for FIPS (1)
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Operator & &8 2 &X =4 X &

RedHat a
A 4 ocpadmin ¥
OpenShift o o © pad
o Administrator OperatorHub > Operator Installation
Install Operator
Home Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automatic updates.
Operators
Update channel * @ 5 OpenShift Virtualization
OperatorHub stable - provided by Red H
Provided APIs
Installed Operatt Version *
41817 - (I openshift © Required (E[ED HostPathProvisioner
Workloads Virtualization Deployment
. Deployment
Installation mode * Represents the deployment of
Networking Represents the deployment of HostPathProvisioner
Allnamespaces on the cluster (default OpenShift Virtualization
his mode is not supported by this Operato

Storage
© Aspecific namespace on the cluster

Operator will be available in a single Namespace only
Builds
Installed Namespace *

Observe ® Operator recommended Namespace: @) openshift-cnv

Select a Namespace

Compute

© Namespace creation

User F'/Ianagement Namespace openshift-cnv does not exist and will be created.
Administra
EREteton Update approval * ®

O Automatic
© Manual

© Manual approval applies to all operators in a namespace
Installing an operator with manual approval causes all operators installed in namespace openshift-cnv
to function as manual approval strategy and will be updated altogether. Install operators into separate
namespaces for handling their updates independently. To allow automatic approval, all operators
installed in the namespace must use automatic approval strategy.

Install [ Cancel

2) Operator & X

[
>y
&
my
o

%
>
&
rm
nio
u
Ju
Ql
2
i
m
i
rr
x
ﬁ

OteH OI0IXl= Ol Ol DI XTGIA 2
stHE 20 SLICH
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o # A7 © ©  ocpadmin~

® Administrator
Home

Operators

OperatorHub

Installed Operators
Workloads

Virtualization

Overview
Catalog
VirtualMachines
Templates
InstanceTypes

Preferences

Bootable volumes
MigrationPolicies 5 Openshift Virtualization

bevirt-hyperconverged torvA.1817 provided by Red

Checkups
Networking

Installing Operator

- AllRequirementsMet: all requiremen ind, attempting install
Storage
The Operator is being installed. This may take a few minutes. Once the Operator is

installed the required custom resource will be available for creation.
Builds

HyperConverged @ Required
Observe Creates and maintains an OpenShift Virtualization Deployment

Compute Create HyperConverged View installed Operators in Namespace openshift-cnv
User Management

Administration

H 2 Create HyperConverged & X E J|2 M 3dt=
eate &l efL|Ct.
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RedHat
OpenShift

ocpadminv

Administrator
Home

Operators

OperatorHub

Installed Operators
Workloads
Networking
Storage

Builds

Observe

Compute

User Management

Openshift Virtualization
Administration [ P )

Installed operator: custom resource required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

[SECIE WS CIWRI Il  \/icw installed Operators in Namespace openshift-cnv

RedHat
OpenShift

Project: openshift-cnv v
% Administrator

o Create HyperConverged

Create by completing the form. Default values may be provided by the Operator authors.

Operators
Configurevia: © Formview O YAML view
OperatorHub

Installed Operators Openshift Virtualization Deployment

© Note: Some fields may not be represented in this form view. Please select "YAML view" for full control.

provided by Red Hat
Workloads Represents the deployment of OpenShift Virtualization
Name *
Virtualization kubevirt-hyperconverged
Overview Labels
Catalog
VirtualMachines
Templ
InstanceTypes
infra >

Preferences
infra HyperConvergedConfig influences the pod configuration (currently only placement)
R for all the infra components needed on the virtualization enabled cluster

- but not necessarily directly on each node running VMs/VMIs.

MigrationPolicies

workioads >
workloads HyperConvergedConfig influences the pod configuration (currently only placement) of components

which need to be running on a node where virtualization workloads should be able to run.

Changes to Workloads HyperConvergedConfig can be applied only without existing workload
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& RedHat

Storage

VMStateStorageClass is the name of the storage class to use for the PVCs created to preserve VM state, like TPM.
Builds

kubeSecondaryDNSNameServerlP

Observe

KubeSecondaryDNSNameServerIP defines name server IP used by KubeSecondaryDNS
Compute
datalmportCronTemplates >

DatalmportCronTemplates holds list of data import cron templates (golden images)

User Management

permittedHostDevices >

Administration .
PermittedHostDevices holds information about devices allowed for passthrough

commonBootimageNamespace

CommonBootimageNamespace override the default namespace of the common boot images, in order to hide them.

If not set, HCO won't set any namespace, letting SSP to use the default. If set, use the namespace to create the
DatalmportCronTemplates and the common image streams, with this namespace. This field is not set by default.

CommeoninstancetypesDeployment >
e typesD holds the of typ within KubeVirt
resourceRequirements >

ResourceRequirements describes the resource requirements for the operand workloads.

filesystemOverhead >

FilesystemOverhead describes the space reserved for overhead when using Filesystem volumes.
Avalue is between O and 1, if not defined it is 0.055 (5.5 percent overhead)

=

9] 2 | M Virtualization 281 J|ssS A|l2Z2&E O =2
012 2483ELICh A 83 = &Al JICelH ME D& L2 0]

H UIE SHOIESLICH 0| M2 D™ XS
= A

HE22 Ul 2AJEFIHEO 22l &

T o
%
{0
rH
/73
2

C
o
o
=
J
oI
il
C
o C
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RedHat
OpenShift

% Administrator

Home

Operators

Workloads

Virtualization

Overview

VirtualMachin
Templat
Instan

Preferences

Bootable volumes
MigrationPolici

Checkups

Networking

Storage

Builds

Compute

User Management

Administration

Project: openshift-cnv v
Virtualization

Overview Top consumers Migrations

v Getting started resources ®

& Quick Starts

Learn how to create, import, and run virtual m.

with step-by-step instru

Create a virtual machine from a volume

View all quick starts

0

VirtualMachines

Alerts (0)

VirtualMachine statuses

o0 20

Error Running

Additional statuses 6

Samsung CMM-D (CXL) &&J10|&
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Settings

B Feature highlights

he latest information and key virtualization features or

the Virtualization highlight:

Save memory with OpenShift Virtualization using Free Page
Reporting * 8 min read @

OpenShift Virtualization 418 Highlights - 5 min read &

Visit the blog &

o o

vCPU usage Memory

Nod No data availa

VirtualMachines per resource

@0

Paused

o © ocpadmin v

Download the virtctl command-line utility @

& Related operators
E stional complexity with virtualizat using Operator
Kubernetes NMState Operator

Openshift Data Foundation
Migration Toolkit for Virtualization 5

Migrate multiple virtual machine workloads to

zatior

Learn more about Operators &'
Storage
Viewall  Show virtualization health alerts v

Show VirtualMachine per Templates v

No VirtualMachines found
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6.1.4 Workaround Sidecar
KubeVirt Hook Sidecar & 1) &3

https://kubevirt.io/user-quide/user_workloads/hook-sidecar

KubeVirt Hook Sidecar 21HI0|H &2 2=
Kubevirt2| Sidecar J| s AtEZotH Jta A Pod0ll =JF AHHIOIHE HZEE =

RS LILCH OIE13F Sidecar@EﬂOlL-W VM ZIHIOIH 2F &H AT O sHA VM XA E
=80tXl & FUHEYE, 224, 00HE L VM S B2 AIEA XE =3 1) 22 SFatE
s HI*O*LI Ch.
1) OV Sidecar &4
SINSIEI UA ez e

OpenShift 23 0| A= Sidecar J|s0| J|28°ez &4
Jls28 Mo Rl 22 245 EXOt 2 ELICH

1-1) Sidecar J|= HOIE & 43}

AOIEIN JIsE2 SAIRLZ EdatEH 00F ot= Jls HOIEN 2ol MOZLICH

[root@bastion ~]# kubectl annotate --overwrite -n openshift-cnv hco
kubevirt-hyperconverged \

kubevirt.kubevirt.io/jsonpatch='[{"op": "add", "path":
"/spec/configuration/developerConfiguration/featureGates/-", "value": "Sidecar"}]'
hyperconverged.hco.kubevirt.io/kubevirt-hyperconverged annotated

1-2) Sidecar &4 3} &0l

s HOIEHN dEH22 FIE Y =X &0lotdH USS +=AHot& AL,

[root@bastion ov_yaml]# kubectl get kubevirt kubevirt-kubevirt-hyperconverged -n
openshift-cnv -o
jsonpath="'{.spec.configuration.developerConfiguration.featureGates}' | jq .

[
"CPUManager",

"Snapshot",

"HotplugVolumes",
"ExpandDisks",

"GPU",

"HostDevices",

"VMExport",
"DisableCustomSELinuxPolicy",
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"KubevirtSeccompProfile",
"VMPersistentState",
"NetworkBindingPlugins",
"VMLiveUpdateFeatures",

"DynamicPodInterfaceNaming",

"VolumesUpdateStrategy",
"VolumeMigration",
"WithHostModelCPU",
"HypervStrictCheck",
"Sidecar"

1-3) Hook ConfigMap =&

ConfigMap2 onDefineDomain £ 3£ At&E0t0 VM2 libvirt XML & 2| 0ll AtE X+ & 2
HEIHIOIEHE =Jtot VM &8 2 =Zot= AJEEE NS LILL

# configmap A&
[root@bastion ov_yaml]# cat single_nodeset_configmap.yaml
apiVersion: vl
kind: ConfigMap
metadata:
name: cmmd-single-nodeset
data:
script.sh: |
#!/bin/sh
tempFile=$ (mktemp --dry-run)
echo "$4" > "StempFile"
sed -i "/<\/cpu>/a <numatune>\n <memory mode='strict'
nodeset="'2"'/>\n</numatune>" "StempFile"
cat "StempFile"

[root@bastion ov_yaml]# oc create -f single_nodeset_configmap.yaml
configmap/cmmd-single-nodeset created

1-4) VM AIOIEDF & H
VMUl =3 AIOIEIIE FJlotdd™H =3 242 X 8ot 24 =42 E 8ot
5 = =4

OHLIHAES =Foli0F & LICH A3 EEJH 2= ConfigMap
efLICh

[root@bastion ov_yaml]# vim single nodeset_vm.yaml

apiVersion: kubevirt.io/vl

kind: VirtualMachine
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metadata:
name: rhel9-single-nodeset
namespace: default
labels:
app: rhel9-single-nodeset
vm.kubevirt.io/os: rhel9
vm.kubevirt.io/workload: server
spec:
runStrategy: RerunOnFailure
dataVolumeTemplates:
- apiVersion: cdi.kubevirt.io/vlbetal
kind: DataVolume
metadata:
name: rhel9-single-nodeset
spec:
source:
http:
url: http://172.16.18.221:8081/rhel-9.6-x86 64-kvm.gcow2
storage:
resources:
requests:
storage: 50Gi
storageClassName: hostpath-csi
template:
metadata:
annotations:
hooks.kubevirt.io/hookSidecars: '[{"args": ["--version", "vlalpha2"],
"configMap": {"name": "cmmd-single-nodeset", "key": "script.sh",
"hookPath": "/usr/bin/onDefineDomain"}}]"'
labels:
kubevirt.io/domain: rhel9-single-nodeset
kubevirt.io/size: small
network.kubevirt.io/headlessService: headless
spec:
domain:
cpu:
cores: 8
sockets: 1
threads: 1
memory:
guest: 16Gi
devices:
disks:
- name: rootdisk
disk:
bus: virtio
- name: cloudinitdisk
disk:
bus: virtio
interfaces:
- name: default
masquerade: {}
model: virtio
macAddress: 02:£f7:a7:00:00:19
rng: {}
features:
acpi: {}
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smm:
enabled: true
firmware:
bootloader:
efi: {}
machine:
type: pc-g35-rhel9.4.0
resources: {}
networks:
- name: default
pod: {}
nodeSelector:

kubernetes.io/hostname: masterl.ocpéd.exp.com

terminationGracePeriodSeconds: 180
volumes:
- name: rootdisk
dataVolume:
name: rhel9-single-nodeset
- name: cloudinitdisk
cloudInitNoCloud:
userData: |
#cloud-config
user: cloud-user
password: !redhatl23
chpasswd: { expire: False }

For onDefineDomain hook:

Argument 1: The hook name (onDefineDomain)

Argument 2: The --version parameter (e.g., vlialpha2)

Argument 3: The --vmi parameter with VMI information as JSON string
Argument 4: The --domain parameter with the current domain XML
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6.1.5 Create VirtualMachine (VM)

1) VirtualMachine 244

penShlftOI Sidecar J|s= &850l(, 0| JIs t=6t= Oty

[root@bastion ov_yaml]# oc create -f single nodeset vm.yaml
virtualmachine.kubevirt.io/rhel9-single-nodeset created

[root@bastion ov_yaml]# oc get pod
NAME READY STATUS RESTARTS AGE
virt-launcher-rhel9-single-nodeset-4wc2k 2/2 Running 0 18s

2) VirtualMachine with CMM-D 2 &

Openshift Sidecar J|s2 & M & JtA HA(VM)0| SAX2Z CMM-DOl <=0l

SEEU=AX =21ot)| ?Iot0 VM XML & AILHSE S 2Ho1e = U

fo

o

o

>

0
0> o
-
[m

[root@bastion ov_yaml]# oc exec virt-launcher-rhel9-single-nodeset-4wc2k -n default
-- virsh dumpxml 1 | grep -A3 numatune
<numatune>
<memory mode='strict' nodeset='2'/> <-3{T
</numatune>

<sysinfo type='smbios'>
<system>
<entry name='manufacturer'>Red Hat</entry>

3) NUMA Node 2 Memory 20t HIAE

dd BEHE AFE0EH /dev/shm CI2EH 2|0l BI22] AtE fot Zg S =g LICh Ol=
AMAES BR HE2 s AE &8E0tH master1 2| HI22] 2lAAE
o2 HRotL], 56| Ml 22l NUMA Node 2(CMM-D) S 2| 22| AtE 0l
SItot= Xl ASot)| feLICh
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Ro:g:sa:ift # A O © ocpadmin

Project: default v
o Administrator

ualMachines > VirtualMachine details

D rhel9-single-nodeset & ruming  Notmigratabie B C N P Adtos -

Home

Operators
Overview  Metrics  YAML  Configuration ~ Even Console  Snapsho Diagnostic

Workloads

Guest login credentials ~ ®No credentials, see operating system documentation for the default username. fiPastetoconsole  VNCconsole v Sendkey Disconnect

Virtualization

Overview
Catalog
VirtualMachines
Templates
InstanceTypes

Preferences

4) CXL HIZ2el AtEE &0l

Olefst 2ot & =& 1t S A0, Node (CMM-D MemoryJt HZ & = =) CMM-D
Memory AF2ES 2LIHESILICL Ol =SS0l HI22] 220 LM S [, CMM-D
MemoryJt & & i G

|22 22N BLECZ 2EH D UA=K E= A Node 22
£0tJt CMM-D Memory AtE2 2 0| X=Xl & elol= SR8t NI &It E LICH

[root@masterl ~]# toolbox
[root@toolbox /]# numastat -cm

Per-node system memory usage (in MBs):
Node 0 Node 1 Node 2 Node 3 Total

MemTotal 515719 516036 131072 131072 1293899
MemFree 474622 482126 125661 131072 1213482
MemUsed 41096 33910 5411 0 80417
SwapCached 0 0 0 0
Active 11252 10593 5406 27251
Inactive 21600 20320 0 41920
Active (anon) 10618 9348 5406 25372
Inactive (anon) 0 0 0 0
Active (file) 634 1245 1879
Inactive (file) 21600 20320 41920
Unevictable 112 48 160
Mlocked 109 48 157
Dirty 0 0 0
Writeback 0 0 0
FilePages
Mapped
AnonPages
Shmem
KernelStack
PageTables
SecPageTables
NFS Unstable
Bounce

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

O O O O O O b OO O O O o o O
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WritebackTmp
KReclaimable
SER:Ye)
SReclaimable
SUnreclaim
AnonHugePages
ShmemHugePages
ShmemPmdMapped
FileHugePages
FilePmdMapped
Unaccepted
HugePages Total

HugePages Free
HugePages Surp

O O O O O O O O O O o o O

O O O O O O O O o o o o o o

14
|0
HU
©
LQ

istry.redhat.io/rhel8/support-tools O| 0| X|
E4S59 HHOIHLICL RHCOS S AEN =
M ERS0| 0l HHEHOIHE Ol M 2LIH

X0 UK E2,2

J
i
g

|Bte =2 Al 8o
LE Al AE
g = AsLICh
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7. J|Et CMM-D E=2H
7.1 OpenShift Virtualization with HugePage (CXL)

Sidecar J|s2 It 243 0tE Sl01E, S+ =82 ?oi CMM-DJt Z2|dt= E <2
0l 22l S Hugepage EEi 2 DA HHA(VM)Oll & & &6t A2 E &~ USLICH

0] &A1 2 Sidecar2t 22 FI1E 0l Jls AFZ 810l CMM-D Memory 2l & A E VMO
ZNstE HEZ W22l HOIXZ ME30tH &&Zdt= XA = JtsotAH &LICh

1) Hugepage &%
1-1) tuneD & &

OpenShift Container Platform(OCP)UI A TuneDE 22{AH S E(MH)<
SANMLASIEAH EHS AAZE SH EH ISz 2EGHF= EY
H2ULICL EEIJIEN A Y = UEE sA HE W AAE A2

NsC=2 A8 = LEA F2S otH olH V== 0I=06t0 Hugepage €& =
eLICh

# node Hugepages A4 W&

[root@worker3 ~1# cat
/sys/devices/system/node/nodel/hugepages/hugepages-2048kB/nr_hugepages
0

# node tuned profile AE7H &<l

[root@bastion ov_yaml]# oc get profile -n openshift-cluster-node-tuning-operator
NAME TUNED APPLIED DEGRADED MESSAGE

AGE

masterl.ocpéd.exp. openshift-control-plane True False TuneD profile
applied. 9d

master2.ocpéd.exp. openshift-control-plane True False TuneD profile
applied. 10d

master3.ocpd.exp. openshift-control-plane True False TuneD profile
applied. 10d

workerl.ocp4d.exp. openshift-node True False TuneD profile
applied. 10d

worker2.ocp4d.exp. openshift-node True False TuneD profile
applied. 10d

worker3.ocp4d.exp. openshift-node True False TuneD profile

SENER I EE

il

core 0S % &7} A7} 24

[root@bastion yaml]# vim hugepages-tuned-sysfs.yaml
apiVersion: tuned.openshift.io/vl
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kind: Tuned
metadata:
name: hugepages-numal
namespace: openshift-cluster-node-tuning-operator
spec:
profile:
- data: |
[main]
summary=Runtime configuration for hugepages on NUMA node 1
include=openshift-node

[sysfs]
/sys/devices/system/node/nodel/hugepages/hugepages-2048kB/nr hugepages=120000
name: openshift-node-hugepages-numal
recommend:
- machineConfigLabels:
machineconfiguration.openshift.io/role: "cmmd"
priority: 30
profile: openshift-node-hugepages-numal

[root@bastion yaml]# oc create -f hugepages-tuned-sysfs.yaml
tuned.tuned.openshift.io/hugepages-numal created

1-2) tuneD & &

worker node0i|

[root@worker3 ~]# cat
/sys/devices/system/node/nodel/hugepages/hugepages-2048kB/nr_hugepages
120000

[root@worker3 ~]# cat /proc/meminfo|grep -i huge
AnonHugePages: 729088 kB

ShmemHugePages: 0 kB

FileHugePages: 0 kB

HugePages Total: 120000

HugePages Free: 120000

HugePages Rsvd: 0

HugePages Surp: 0

Hugepagesize: 2048 kB

Hugetlb: 245760000 kB

[root@toolbox /]# numastat -cm
Per-node system memory usage (in MBs):
Node 1 Total

MemTotal 128511 260096 388607
MemFree 117468 20096 137564
MemUsed 11043 240000 251043

HugePages Total 240000 240000
HugePages Free 240000 240000
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HugePages Surp

[root@bastion yaml]# oc get nodes

NAME STATUS ROLES

VERSION

masterl.ocp4. . Ready control-plane,master
v1.31.12

master2.ocp4. . Ready control-plane,master
v1.31.12

master3.ocp4. . Ready control-plane,master
v1.31.12

workerl.ocp4. . Ready worker

v1.31.12

worker2.ocp4. . Ready worker

v1.31.12

worker3.ocp4. . Ready 10d v1.31.12

1-3) CMM-D0ll £ & & HugepageE 0|28t VM M4

Hugepage £ 80| &= & TuneD 22 LI = &0t It HA(VM)S HESCZM,
VMO| ZI &St HE W22 E Soll CPURt B2

SEHCZ ASEE= UL

## worker noded] FEo % HFYS W& ocp clusterd] WFYES 93] kublet.servi

[root@worker3 ~]# systemctl restart kubelet.service

vage’} worker3ol Wkl o F &9l
[root@bastion ov_yaml]# oc describe node worker3.ocp4.exp.com | grep -Al5 Capacity
Capacity:

cpu: 96
devices.kubevirt.io/kvm: 1k
devices.kubevirt.io/tun: 1k
devices.kubevirt.io/vhost-net: 1k
ephemeral-storage: 936709572K1
hugepages-1Gi: 0
hugepages-2Mi: 240000M1
memory: 397933332K1
pods: 250
Allocatable:
cpu: 95500m
devices.kubevirt.io/kvm: 1k
devices.kubevirt.io/tun: 1k
devices.kubevirt.io/vhost-net: 1k
ephemeral-storage: 862197798302

[root@bastion ov_yaml]# vim you_ vm.yaml

apiVersion: kubevirt.io/vl
kind: VirtualMachine
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metadata:
name: rhel9-you-vm
namespace: default
labels:
app: rhel9-you-vm
vm. kubevirt.io/os: rhel9
vm.kubevirt.io/workload: server
spec:
runStrategy: RerunOnFailure
dataVolumeTemplates:
- apiVersion: cdi.kubevirt.io/vlbetal
kind: DataVolume
metadata:
name: rhel9-you-vm
spec:
source:
http:
url: http://172.16.18.221:8081/rhel-9.6-x86 64-kvm.gcow2
storage:
resources:
requests:
storage: 50Gi
storageClassName: hostpath-csi
template:
metadata:
labels:
kubevirt.io/domain: rhel9-you-vm
kubevirt.io/size: small
network.kubevirt.io/headlessService: headless
spec:
domain:
cpu:
cores: 1
sockets: 2
threads: 1
dedicatedCpuPlacement: true
numa:
guestNUMA :
numaNodeCount: 1
memory:
guest: 16Gi
hugepages:
pageSize: "2Mi"
devices:
disks:
- name: rootdisk
disk:
bus: virtio
- name: cloudinitdisk
disk:
bus: virtio
interfaces:
- name: default
masquerade: {}
model: virtio
macAddress: 02:£7:a27:00:10:11
rng: {}

Samsung CMM-D (CXL) &&J10|& Page 44/46
Installation and Configuration Guide




features:
acpi: {}
smm:
enabled: true
firmware:
bootloader:
efi: {}
machine:
type: pc-g35-rhel9.4.0
resources:
requests:
cpu: "2"
memory: "16Gi"
hugepages-2Mi: "16Gi"
limits:
cpu: "2"
memory: "16Gi"
hugepages-2Mi: "16Gi"
networks:
- name: default
pod: {}
nodeSelector:
kubernetes.io/hostname: worker3.ocpd.exp.com
terminationGracePeriodSeconds: 180
volumes:
- name: rootdisk
dataVolume:
name: rhel9-you-vm
name: cloudinitdisk
cloudInitNoCloud:
userData: |
#cloud-config
user: cloud-user
password: mocf-443w-3klx
chpasswd: { expire: False }

[root@bastion ov_yaml]# oc create -f you vm.yaml
virtualmachine.kubevirt.io/rhel9-you-vmcreated

O Hugepage AtE
® Hugepage AIE Limit E2& & 2
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1-4) CMM-D Hugepage AtE VM &0l

=& VMOl CMM-D HI£22] &S NUMA Node 12| HIE22IE AFE0HH & S0

U= =el= &L

[root@bastion ov_yaml]# oc get vm
NAME AGE STATUS READY
rhel9-you-vm 4m46s Running True

[root@bastion ov_yaml]# oc get vmi -o wide

NAME AGE PHASE IP NODENAME
LIVE-MIGRATABLE PAUSED

rhel9-you-vm S5m Running 10.254.4.15 worker3.ocp4.exp.com

## VM 5 F worker3°lA Huge
[root@toolbox /]# numastat -cm

Per-node system memory usage (in MBs):
Node 0 Node 1 Total

MemTotal 128511 260096 388607
MemFree 116615 20096 136711
MemUsed 11895 240000 251895

HugePages Total 0 240000 240000
HugePages Free 0 223616 223616
HugePages Surp 0 0 0
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